Fyi, the code evolved over a number of years, so it has some parts that are now useless, and it is not optimized for its final form.

DATA  In Directory: \Data

File resurveymain.xlsx contains the main data.  It comes from original data files BAAC01_MAIN and BAAC05_IN (for revenue sources).  It calculates key variables, and also derives the weights used for revenues and expenses in the occupational matching analysis (highlighted in orange, columns W,X,Y rows 400-402), and produces the summary statistics used in Table 1 (highlighted in yellow, variable names atop columns and summary statistics at bottom of columns).

[This file was compiled and worked with before a final public posting/cleaning of the dataset.  One can check that the main variables are the same as can be downloaded from the public dataverse site: https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/UD4QAV
(Townsend Thai Project Bank for Agriculture and Agricultural Cooperatives (BAAC) Annual Resurvey, 2000).  The entire dataset and documentation is downloaded into \Dataverse.  I exported BAAC01_MAIN to Excel, and I exported BAAC05_IN to two Excel files, one each for revenues in respective categories K and L (wages and salaries).  Then BAAC01_MAIN_CHECK, BAAC05_IN_K_CHECK, and BAAC05_IN_L_CHECK show the equivalence of the key variables used with the data in resurveymain.xlsx; the key columns are highlighted at top in yellow.]

Throughout the code, we make use of the knowledge that exactly one village has three groups, village number 492624543.

(Univariate)
File predatanew.m reads in resurveymain.xlsx and puts out ..\UnivariateFigs1-6\data\resurveyX.mat, where X= ‘wst', 'inc', 'exp', 'prob', 'coef', ‘occexprev’, files used for the univariate graphs and KS tests.

(Multivariate)
File predataresurvpwo.m takes in ..\UnivariateFigs1-6\data\resurveyX.mat, where X= ‘wst', 'prob', and ‘occexprev’, and puts out data file ..\MultivariateTables2-3\data\probwstocc.mat.  This eliminates all borrowers with missing data in any of prob, wst, or occ, and reformats for the multivariate estimation.  Similarly, predataresurvpie.m creates data file ..\MultivariateTables2-3\data\probincexp.mat using ..\UnivariateFigs1-6\data\resurveyX.mat, where X= ‘prob’, ‘inc’, and ‘exp’.  It eliminates the same borrowers as in probwstocc.mat, so it must be run after predataresurvpwo.m.  (This set of eliminated borrowers is a superset of, and contains exactly three more borrowers than, the borrowers with missing data in any of prob, inc, or exp).
Also, combinationmatrices.m puts out ..\MultivariateTables2-3\data\combmats.mat – for quick selection of different borrower combinations.

UNIVARIATE RESULTS (FIGURES 1-6)  In Directory: \UnivariateFigs1-6

File scriptXplus.m, where X= ‘wst’, ‘prob’, ‘coef’, and ‘reocc’, and file scriptX.m, where X= ’exp’ and ’inc’, runs the analysis, loading data from the \data directory and storing results in the \results directory under resultXplus.mat or resultX.mat.  Then, analyze2Xplus.m or analyze2X.m produces the graphs in the paper as .eps files in the \results directory, using the stored results there and running its own KS tests.  
You can use the file testall.m to run all of these in order, producing the six figures in the paper.  If you want to run a quicker version, you can lower ‘draws’ in the analyzeZ.m files; it is set at 1 million.
Note that kstest.m is stored locally, to lock the version used at the 2013 update (used in 2018 Matlab).  (An earlier version of Matlab and thus kstest.m was used in earlier drafts of the paper, which used different syntax and produced very slightly different results.)

MULTIVARIATE RESULTS (TABLES 2-3)  In Directory: \MultivariateTables2-3

To get the full-sample estimates (and maximized objective function):
For Table 2, file scorepwo.m obtains the full-sample estimates, loading data from the \data directory and storing results in \results\resultZ.mat.  A key variable that must be set in scorepwo.m is ‘varstr’, which is a string that indicates the variables to be used, namely “pw” for probability of success and worst year (for columns 1&2) or “po” for probability of success and occupation (for columns 3&4).  The other key variable that must be set is ‘byvil’, which says whether to normalize each village’s score by the number of inequalities in that village (set to 0 for columns 1&3, set to 1 for columns 2&4).
Another key variable is ‘bounds’.  This is a vector [a_1, a_2, … a_n]’, and it tells the program to obtain n estimates initializing the population of guesses from the interval [a_1, a_1] for estimate 1, [a_2, a_2] for estimate 2, and so on until [a_n, a_n] for estimate n.  This can be helpful to search over intervals of various orders of magnitude for the estimated coefficient.  For the estimates in the paper, 17 bounds were used ranging from 10^(10) to 10^10.  For quick runtime, a single bound of 20 is used.  
[bookmark: _GoBack]For each estimate, two candidate estimates are produced: one for the non-normalized coefficient (worst year or occupation) when the normalized coefficient (probability of success) equals 1, ‘betapos’, and another when the normalized coefficient equals 1, ‘betaneg’.  The estimate then comes from the pair of coefficients – (1,betapos) or (1,betaneg) – that produce a higher objective function, valuepos or valueneg (in absolute value).  Across different estimates, one discards the estimates that produce smaller values for the score (in absolute value); these indicate the search has failed to find a global optimum.  
Note that in a finite sample, there is a range of estimates (typically convex) that maximizes the value function.  We reported any number in this range.  Asymptotically, under maintained assumptions this range shrinks to a point.
For Table 3, file scorepie.m obtains the estimates similarly.  A difference is that an indicator variable ‘expinc’ must be set to indicate whether income or expected income is used (set to 1 for columns 1&2, set to 0 for columns 3&4).  And ‘byvil’ remains a key variable, which says whether to normalize each village’s score by the number of inequalities in that village (set to 0 for columns 1&3, set to 1 for columns 2&4).  (There is also a slightly evolved way of initializing the population of guesses, but this should not change estimates.)

To get the maximal objective function (i.e. number of inequalities or number of villages): 
Run testpwo.m (Table 2) or testpie.m (Table 3), with any numeric input (e.g. “testpie(1)”).  For testpwo.m, ‘byvil’ must be set to the values noted above for each column and the correct function must be called on line 39, either ‘gavalpwtst’ (columns 1&2) or ‘gavalpotst’ (columns 3&4).  For testpie.m, the variables ‘expinc’ and ‘byvil’ must be set to the values noted above for each column.

To get the standard errors:
For Table 2, file scorepwosubsample.m does the subsample estimates and saves in \results\subsmplZ.mat, for .  Key inputs are ‘subsize’ (sub-sample size, equal to 24) and ‘reps’, the number of different subsamples for which to estimate (a total of 200 reps are run for each column’s estimates, and this can be done all in one run with subsize=200, or by running multiple times with subsize<200).  Also key are ‘varstr’ and ‘byvil’, which should be set to match their values in the full-sample estimation.  A final key variable is ‘estimate’, which is set equal to the full-sample estimate for the particular specification.  This becomes one of the 300 initial guesses for the score-maximizing beta in each subsample (along with 0 and 298 points spread evenly over (-20,20)).  
For Table 3, file scorepiesubsample.m does the subsample estimates similarly.  The main change from scorepwosubsample.m is that instead of ‘varstr’, ‘expinc’ is used to determine whether income (expinc=0) or expected income (expinc=1) is used.

One then creates 8 files in \results named subsmpl24resultZall.mat that collects all the results from a particular specification, where Z=’pw’ for Table 2 Column 1, Z=’pwbyv’ for Table 2 Column 2, Z=’po’ for Table 2 Column 3, Z=’pobyv’ for Table 2 Column 4, Z=’pe’ for Table 3 Column 1, Z=’pebyv’ for Table 3 Column 2, Z=’pi’ for Table 3 Column 3, and Z=’pibyv’ for Table 3 Column 4.  This file contains three variables: ‘subsize’ equals the subsample size (24); ‘mastersampls’ (200x32) collects a row of indicators for each subsample, indicating which village was included in the subsample (each row should be of length 32, with 24 1’s and 8 0’s); and ‘masteroutput’ (200x6) contains in each row the estimation output from each subsample, where the first (fourth) column is the –value achieved by the estimates under the positive (negative) normalized coefficient, the second (fifth) column is the normalized coefficient (1 or 1), and the third (sixth) column is the estimated non-normalized coefficient when the normalized coefficient is 1 (1).

Finally, analyzeresults.m (and analyzeresultspie.m) takes the full-sample estimates (which must be set in the variable ‘trueests’ in analyzeresults.m and analyzeresultspie.m), and the subsample data files stored in \results\subsmpl24resultZall.mat, and calculates estimates, pvalues, etc. and gives most output in variable ‘results’, including one-sided and two-sided confidence intervals at three significance levels. 
