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1. Introduction

In this paper we extend the conventional perturbation method, as described in Judd (1998) and Schmitt-Grohe and Uribe (2004) and advocated recently by Lombardo (2010) and Borovička and Hansen (2013), to approximating the solutions of Markov-switching dynamic stochastic general equilibrium (MSDSGE) models. The extension poses a very challenging task because the presence of time-varying parameters in MSDSGE models makes high-order approximations potentially intractable. We advance the literature in three significant respects. First, we develop a general methodology for approximating the solution to a wide class of Markov-switching models with any order of accuracy. Second, our methodology preserves the time-varying coefficients to the maximum extent in high-order Taylor series expansions. Third, we show the feasibility and practicality of constructing high-order approximations by reducing the potentially intractable problem to the manageable problem of solving a system of quadratic polynomial equations.

The literature on Markov-switching linear rational expectations (MSLRE) models has been an active field in empirical macroeconomics (Leeper and Zha (2003), Blake and Zampolli (2006), Svensson and Williams (2007), Davig and Leeper (2007), and Farmer, Waggoner, and Zha (2009)). Building on standard linear rational expectations models, the MSLRE approach allows parameters to change over time according to discrete Markov processes. This nonlinearity has proven to be important in explaining shifts in monetary policy and macroeconomic time series (Schorfheide (2005), Davig and Doh (2008), Liu, Waggoner, and Zha (2011), and Bianchi (2010)) and in modeling the expected effects of future fiscal policy changes (Davig, Leeper, and Walker (2010, 2011), Bi and Traum (2012), Bianchi and Melosi (2013)). In particular, Markov-switching models provide a tractable way to study how agents form expectations over possible discrete changes in the economy, such as those in technology and policy.

There are, however, two major shortcomings with the MSLRE approach advocated by Farmer, Waggoner, and Zha (2011). First, the approach begins with a system of standard linear rational expectations equations that have been obtained by linearizing equilibrium conditions as though the parameters were constant over time. Discrete Markov processes are then annexed to certain parameters. As a consequence, the resultant MSLRE model may be incompatible with the optimizing behavior of agents in an original economic model with Markov-switching parameters. Second, because it builds on linear rational expectations models, the MSLRE approach does not take into account
higher-order coefficients in the approximation. Not only do higher-order approximations improve the approximation accuracy but they are essential to addressing important questions such as whether time-varying volatility is the driving force of fluctuations in the financial markets and business cycles (Bloom (2009)).

This paper develops a general perturbation methodology for constructing first-order and second-order approximations to the solutions of MSDSGE models in which certain parameters vary over time according to discrete Markov processes. The key is to derive high-order approximations to the equilibrium conditions implied by the original non-linear economic model when Markov-switching parameters are present. Our methodology, therefore, overcomes the serious shortcomings associated with the MSLRE shortcut. By working with the original MSDSGE model directly rather than taking a system of linear rational expectations equations with fixed parameters as a shortcut, we maintain the congruity between the original economic model with Markov-switching parameters and the resultant approximations to the model solution. Such congruity is necessary for researchers to derive both first-order and higher-order approximations consistent with the original nonlinear model. Our general methodology leads to several developments as follows.

- We show that the steady state must be independent of the realization of any regime in the discrete Markov process governing parameter changes. We follow the literature and define the steady state with the ergodic mean values of Markov-switching parameters. One natural extension of the conventional perturbation method commonly used for dynamic stochastic general equilibrium (DSGE) models with no time-varying parameters is to perturb all Markov-switching parameters around their ergodic mean values. We call this the naive perturbation method.

- Since certain Markov-switching parameters such as time-varying volatilities do not influence the steady state, we develop a rigorous framework called the partition principle for partitioning the Markov-switching parameter space such that those Markov-switching parameters are not perturbed. By not perturbing the Markov-switching parameters that have no bearing on the steady state, we preserve the original Markov-switching nonlinearity in first-order as well as higher-order approximations. This preservation improves approximation accuracy, especially at low orders, in comparison to the naive perturbation method. We call this newly developed method the partition perturbation method. We provide a revealing Markov-switching model to illustrate the importance of our methodology. In addition, we use a Markov-switching real business cycle (RBC) model as a more realistic example to demonstrate that the partition perturbation method delivers more accurate first-order and second-order approximations than the naive perturbation method.

- Much of the MSDSGE literature focuses on a first-order approximation with MSLRE models. One exception is Amisano and Tristani (2011), who extend the literature to a second-order approximation but with only Markov-switching shock variances. We show

1We show in the paper that one can extend our methodology to higher-order approximations through standard linear algebra.
that our methodology is tractable and general enough to allow for Markov-switching coefficients in the DSGE model in high-order approximations without much additional computational burden.

• We show that any finite-order approximation to the model solution can be reduced to the manageable problem of solving a system of quadratic polynomial equations. The rest of the approximation involves solving a system of linear equations recursively—a key insight of our methodology. This result is powerful because it provides a viable way of approximating the solution of an MSDSGE model at a high order without incurring much computational time. Obtaining such a result is difficult because Markov switching compounds the complexity of implicit differentiation when deriving the Taylor series expansion. The most difficult part is the potentially rampant notation that inhibits the reader from following and implementing our methodology. Our notation makes transparent to the reader (as well as us) that simple linear algebra is all researchers need to accomplish high-order approximations, even in the presence of time-varying coefficients in the Taylor series expansion.

• We first use the Gröbner-bases method to obtain all solutions and then determine how many of these solutions are stable according to the mean-square-stability criterion (Costa, Fragoso, and Marques (2005) and Farmer, Waggoner, and Zha (2009)). This procedure enables researchers to ascertain both the existence and the uniqueness of a stable solution.

The rest of the paper is organized as follows. Section 2 presents the framework for solving a general class of MSDSGE models. We outline our methodology, review the conventional perturbation method, extend this commonly used method to the naive perturbation method, and develop the partition perturbation method according to the partition principle. Section 3 derives both first-order and second-order approximations that have convenient forms for researchers to use. We show how to reduce the complex Markov-switching problem to solving a system of quadratic polynomial equations. We prove that the rest of the approximation of any order involves simple linear algebra. Section 4 discusses different approaches to solving a system of quadratic polynomial equations and reviews the concept of mean square stability to obtain a stable solution. Section 5 uses a simple Markov-switching model to illustrate why the partition perturbation method is more accurate than the naive perturbation method. Section 6 applies our methodology to a Markov-switching RBC model and compares approximation errors between the two perturbation methods. Replication files for numerical results in Sections 5 and 6 are available in a supplementary file on the journal website, http://qeconomics.org/supp/596/code_and_data.zip. Concluding remarks are offered in Section 7.

2. The framework

This section establishes the theoretical foundation of our proposed partition perturbation method for a general class of MSDSGE models. We present the class of MSDSGE models and introduce the key idea of partitioning the Markov-switching parameter
space. Based on this idea we propose the partition perturbation method and highlight the importance of our method in contrast to the naive perturbation method that derives directly from the conventional perturbation method, which has been used for DSGE models. Throughout the paper, we use a stylized real business cycle (RBC) model as an illustrative example to guide the reader through our new methodology.

2.1 A general class of MSDSGE models

We study a general class of MSDSGE models in which some of the parameters follow a discrete Markov process indexed by $s_t \in \{1, \ldots, n_s\}$ with the transition matrix $P = [p_{st}]$, where $p_{st}$ is the probability of $s_{t+1}$ at time $t+1$ conditional on observing $s_t$ at time $t$. We denote the time $t$ vector of all Markov-switching parameters by $\theta(s_t) \in \mathbb{R}^{n_\theta}$. We assume that the Markov process is ergodic and denote the vector of ergodic probabilities by $\bar{p}$. The ergodic mean of $\theta(s_t)$ is $\bar{\theta} = [\theta(1) \cdots \theta(n_s)] \bar{p}$.

Given the vector of state variables $(x_t, \epsilon_t, s_t)$, the equilibrium conditions for MSDSGE models have the general form

$$
\mathbb{E}_t f\left(y_{t+1}, y_t, x_t, x_{t-1}, \epsilon_{t+1}, \epsilon_t, \theta(s_{t+1}), \theta(s_t)\right) = 0_{n_y + n_x},
$$

where $\mathbb{E}_t$ denotes the mathematical expectation operator conditional on information available at time $t$, $y_t \in \mathbb{R}^{n_y}$ is a vector of non-predetermined (control) variables, $x_t \in \mathbb{R}^{n_x}$ is a vector of (endogenous and exogenous) predetermined variables, $0_{n_y + n_x}$ is an $(n_y + n_x)$ vector of zeros, and $\epsilon_t \in \mathbb{R}^{n_\epsilon}$ is a vector of independent and identically distributed (i.i.d.) innovations to the exogenous predetermined variables with $\mathbb{E}_t \epsilon_{t+1} = 0_{n_\epsilon}$ and $\mathbb{E}_t \epsilon_{t+1} \epsilon_{t+1}^\top = I_{n_\epsilon}$. The superscript $\top$ indicates the transpose of a matrix or a vector and $I_{n_\epsilon}$ denotes the $n_\epsilon \times n_\epsilon$ identity matrix. The function $f$ is defined on an open subset of $\mathbb{R}^{n_f}$, where $n_f = 2(n_y + n_x + n_\epsilon + n_\theta)$, and its range is a subset of $\mathbb{R}^{n_y + n_x}$. We make the following assumptions about $f$ throughout the paper. These assumptions are satisfied by almost all economic models.

**Assumption 1.** The function $f$ is infinitely differentiable with respect to all arguments.

**Assumption 2.** Integration and differentiation of $f$ are exchangeable.

**Assumption 3.** There exist the steady-state values $y_{ss}$ and $x_{ss}$ such that

$$
f(y_{ss}, y_{ss}, x_{ss}, x_{ss}, 0_{n_\epsilon}, 0_{n_\epsilon}, \bar{\theta}, \bar{\theta}) = 0_{n_y + n_x}.
$$

We use a simple RBC model to illustrate how the equilibrium conditions can be arranged in the form of (1). Consider an economy with the representative household whose preferences over a stochastic sequence of consumption goods, $c_t$, are represented by the expected utility function

$$
\max \mathbb{E}_0 \sum_{t=0}^{\infty} \beta^t c_t^\nu,
$$

2The parameters that are constant over time, which we call constant parameters for the rest of the paper, are not included in the vector $\theta(s_t)$. Unless otherwise stated, all vectors in this paper are column vectors.
where $\beta$ is the discount factor and $\nu$ relates to risk aversion. The resource constraint is

$$c_t + k_t = z_t^{1-\alpha} k_{t-1}^\alpha + (1 - \delta) k_{t-1},$$

where $\delta$ is the rate of depreciation, $k_t$ is a stock of physical capital, and $z_t$ represents a technological process that evolves according to

$$\log \frac{z_t}{z_{t-1}} = (1 - \rho(s_t)) \mu(s_t) + \rho(s_t) \log \frac{z_{t-1}}{z_{t-2}} + \sigma(s_t) \epsilon_t,$$

where $\epsilon_t \sim N(0, 1)$ is a standard normal random variable. The drift, persistence, and volatility parameters are time-varying with $s_t \in \{1, 2\}$. The three equations characterizing the equilibrium are the equation describing the technological process and the two first-order equations

$$c_t^{\nu-1} = \beta \mathbb{E}_t c_{t+1}^{\nu-1} \left[ \alpha z_{t+1}^{1-\alpha} k_{t+1}^\alpha + (1 - \delta) \right],$$

$$c_t + k_t = z_t^{1-\alpha} k_{t-1}^\alpha + (1 - \delta) k_{t-1}.$$

The economy is nonstationary. To obtain a stationary equilibrium we define $\tilde{z}_t = \frac{z_t}{z_{t-1}}$, $\tilde{k}_t = \frac{k_t}{z_{t-1}}$, and $\tilde{c}_t = \frac{c_t}{z_{t-1}}$. The stationary equilibrium conditions summarized by (1) can be specifically expressed as

$$\theta_3 = \mathbb{E}_t \left[ \tilde{c}_t + \tilde{z}_t \tilde{k}_t - \tilde{z}_t^{1-\alpha} \tilde{k}_{t-1}^\alpha - (1 - \delta) \tilde{k}_{t-1} \right],$$

where $y_t = \tilde{c}_t$, $x_t = [\tilde{k}_t \tilde{z}_t]^T$, $\epsilon_t = \epsilon_t$, and $\theta(s_t) = [\mu(s_t) \rho(s_t) \sigma(s_t)]^T$. The dimensions of this RBC model are $n_y = 1$, $n_x = 2$, $n_\epsilon = 1$, $n_\theta = 3$, and $n_\delta = 2$.

### 2.2 The conventional perturbation method

Before we propose our partition perturbation method for solving MSDSGE models, we review the conventional perturbation method used for solving constant-parameter DSGE models (Judd (1998), Schmitt-Grohe and Uribe (2004), Lombardo (2010), Holmes (2012), Borovička and Hansen (2013), Gomme and Klein (2011)). The constant-parameter model can be considered as a special Markov-switching model with either $n_\delta = 1$ or $\theta(s_t) = \tilde{\theta}$ for all $s_t$.

The conventional perturbation method begins with positing that the solutions $y_t$ and $x_t$ are of the form\(^3\)

$$y_t = g(x_{t-1}, \epsilon_t, \chi),$$

$$x_t = h(x_{t-1}, \epsilon_t, \chi),$$

\(^3\)Some researchers may prefer to perturb $\epsilon_t$ in addition to $x_{t+1}$. To do so, one would replace equations (4), (5), and (8) with $y_t = g(x_{t-1}, \chi \epsilon_t, \chi)$, $x_t = h(x_{t-1}, \chi \epsilon_t, \chi)$, and

$$\theta_n = \int_{R^n} f(g(x, \chi \epsilon_{t+1}, \chi), y_t, x_t, x_{t-1}, \chi \epsilon_{t+1}, \chi \epsilon_t, \tilde{\theta}, \tilde{\theta}) d\mu(\epsilon_{t+1}).$$
where $g : \mathbb{R}^{n_x + n_n + 1} \to \mathbb{R}^{n_y}$ and $h : \mathbb{R}^{n_x + n_n + 1} \to \mathbb{R}^{n_z}$ are functions with the Taylor series representation about the point $(x_{ss}, 0_{n_x}, 0)$ satisfying

$$y_{ss} = g(x_{ss}, 0_{n_x}, 0),$$

$$x_{ss} = h(x_{ss}, 0_{n_x}, 0),$$

and $\chi \in \mathbb{R}$ is the perturbation parameter. The conventional perturbation is a method that recursively finds the Taylor series expansion of $g$ and $h$ by positing that equations (4) and (5) are a solution of

$$0_{n_y + n_z} = F(y_t, x_t, x_{t-1}, \varepsilon_t, \chi)$$

$$= \int_{\mathbb{R}^{n_x}} f(g(x_t, \chi \varepsilon_{t+1}, \chi^t), y_t, x_t, x_{t-1}, \chi \varepsilon_{t+1}, \varepsilon_t, \hat{\theta}, \tilde{\theta}) d\mu(\varepsilon_{t+1})$$

for all $x_{t-1}, \varepsilon_t$, and $\chi$, where $\mu(\varepsilon_{t+1})$ is a $\sigma$-finite measure on the space of $\varepsilon_{t+1}$. When $\chi = 1$, equation (8) reduces to equation (1). By construction, $g$ and $h$ satisfy equation (8) when $x_{t-1} = x_{ss}, \varepsilon_t = 0_{n_x}$, and $\chi = 0$.

To form the Taylor series expansion of $g$ and $h$, one must be able to compute the derivatives of $g$ and $h$ and evaluate these derivatives at the point $(x_{ss}, 0_{n_x}, 0)$. By repeated implicit differentiation of equation (8), one can recursively solve for the derivatives of $g$ and $h$ evaluated at $(x_{ss}, 0_{n_x}, 0)$.

### 2.3 The naive perturbation method

It is natural and straightforward to extend the conventional perturbation method discussed in Section 2.2 to MSDSGE models. Suppose that $y_t$ and $x_t$ are of the form

$$y_t = g_t(x_{t-1}, \varepsilon_t, \chi),$$

$$x_t = h_t(x_{t-1}, \varepsilon_t, \chi)$$

for all $s_t$, where $g_t : \mathbb{R}^{n_x + n_n + 1} \to \mathbb{R}^{n_y}$ and $h_t : \mathbb{R}^{n_x + n_n + 1} \to \mathbb{R}^{n_z}$ are continuously differentiable functions. In the constant-parameter case, the choice of the steady state as the approximation point is natural and one needs to perturb $\varepsilon_{t+1}$ only. The choice of approximation point in the Markov-switching case is more involved and takes two steps. First, we show that the steady state in the Markov-switching case must be independent of regime $s_t$.

Suppose that the steady-state variables $x_{ss}(s_t)$ depend on regime $s_t$. As in the constant-parameter case, we must choose the values of $g_t(x_{ss}(s_t), 0_{n_x}, 0)$ and $h_t(x_{ss}(s_t), 0_{n_x}, 0)$ such that

$$f(g_{t+1}(h_t(x_{ss}(s_t), 0_{n_x}, 0), 0_{n_x}, 0), g_t(x_{ss}(s_t), 0_{n_x}, 0), h_t(x_{ss}(s_t), 0_{n_x}, 0), \theta(s_{t+1}), \theta(s_t)) = 0_{n_y + n_z}$$

The resultant Taylor expansion of $g$ and $h$ around $x_{t-1}, \varepsilon_t$, and $\chi$ can be obtained from the original Taylor expansion of $g$ and $h$ by simply substituting $\chi \varepsilon_t$ for $\varepsilon_t$. When $\chi = 1$ the two techniques produce the same result, but the alternative perturbation approach requires higher-order terms to achieve the same accuracy of approximation.
for all $s_i$ and $s_{i+1}$. Because the value of $g_{s_{i+1}}$ is evaluated at the point $(x_{ss}(s_{i+1}), 0, n_e, 0)$, it follows that $x_{ss}(s_{i+1}) = h_0(x_{ss}(s_i), 0, n_e, 0)$ for all $s_i$ and $s_{i+1}$. For the latter relationship to hold, it must be that $x_{ss}(s_i) = x_{ss}$ and $x_{ss}(s_{i+1}) = x_{ss}$ for all $s_i$ and $s_{i+1}$. That is, the steady state must be regime independent.

Second, we show that the Markov-switching parameters $\theta(s_{i+1})$ and $\theta(s_i)$ must in general be perturbed. Since $x_{ss}(s_i) = x_{ss}$ for all $s_i$, the system of equations (11) becomes

$$f(g_{s_{i+1}}(x_{ss}, 0, n_e, 0), g_{s_i}(x_{ss}, 0, n_e, 0), x_{ss}, x_{ss}, 0, n_e, 0, n_e, \theta(s_{i+1}), \theta(s_i)) = 0_{n_y+n_z}. \quad (12)$$

This is a system of $n_y^2(n_y+n_z)$ equations with $n_xn_y+n_x$ unknowns ($n_y$ unknowns in each $g_k(x_{ss}, 0, n_e, 0)$ for $1 \leq k \leq n_x$ and another $n_x$ unknowns in $x_{ss}$), which cannot be solved in general. We must, therefore, perturb the Markov-switching parameters to reduce the number of equations.

One natural approach is to define a perturbation function for Markov-switching parameters by

$$\theta(k, \chi) = \chi \theta(k) + (1 - \chi) \tilde{\theta} \quad (13)$$

for $1 \leq k \leq n_s$. When $\chi = 0$, we have $\theta(k, 0) = \tilde{\theta}$; when $\chi = 1$, we have $\theta(k, 1) = \theta(k)$. Given $x_{ss}(k) = x_{ss}$ for $1 \leq k \leq n_s$, we have the following assumption.

**Assumption 4.** The function $g_k(x_{ss}, 0, n_e, 0)$ has the same value for all $1 \leq k \leq n_s$. We denote this value by $y_{ss}$.

With this perturbation and Assumption 4, system (12) becomes

$$f(y_{ss}, y_{ss}, x_{ss}, x_{ss}, 0, n_e, 0, n_e, \tilde{\theta}, \tilde{\theta}) = 0_{n_y+n_z}. \quad (14)$$

By Assumption 3 there is a solution to this system of equations.

For illustration we return to the RBC model in which the system of equations $f$ is given by (3). Let the steady state and ergodic mean values of parameters be denoted by $y_{ss} = \tilde{c}_{ss}, x_{ss} = [\tilde{k}_{ss} \tilde{z}_{ss}]^T$, and $\tilde{\theta} = [\tilde{\mu} \tilde{\rho} \tilde{\sigma}]^T$. The steady state must satisfy

$$0_3 = f(y_{ss}, y_{ss}, x_{ss}, x_{ss}, 0, n_e, 0, n_e, \tilde{\theta}, \tilde{\theta})$$

$$= \begin{bmatrix} -\beta z_{ss}^{-1} \tilde{c}_{ss}^{-1} \tilde{z}_{ss}^{-1} \left[ \tilde{c}_{ss} + \tilde{z}_{ss} \tilde{k}_{ss} - \tilde{z}_{ss}^{1-\alpha} \tilde{k}_{ss}^{\alpha} - (1-\delta) \tilde{k}_{ss} \log \tilde{z}_{ss} - (1-\tilde{\rho}) \tilde{\mu} + \tilde{\rho} \log \tilde{z}_{ss} \right] 
\end{bmatrix}. \quad (14)$$

Solving for the steady state is the same as in the constant-parameter case. With the perturbation function (13), it is straightforward to write down an equation analog of the constant-parameter case (8) and obtain the Taylor series expansions for $g_k$ and $h_k$ around the point $(x_{ss}, 0, n_e, 0)$. We call this approach the *naive perturbation method*. In Section 5 we show, through a revealing example, why this method is naive in comparison to the alternative perturbation method developed below.
2.4 The partition perturbation method

The steady state expressed in (14) can be obtained in closed form as

\[ \tilde{z}_{ss} = e^{\bar{\mu}}, \]
\[ \tilde{k}_{ss} = (\alpha^{-1} e^{(\alpha-1)\bar{\mu}} - 1 + \delta)^{1/(\alpha-1)}, \text{ and} \]
\[ \tilde{c}_{ss} = \tilde{k}_{ss}(1 - \delta - e^{\bar{\mu}} + \alpha^{-1}(\beta^{-1} e^{(1-v)\bar{\mu}} - 1 + \delta)). \]

Clearly, the steady-state solution does not depend on either \( \bar{\rho} \) or \( \bar{\sigma} \). As argued in Section 2.3, the purpose of perturbing the Markov-switching parameters around their ergodic mean values is to solve the steady state when the perturbation parameter \( \chi \) and the innovations \( \varepsilon_t \) are set to 0. Since \( \rho(s_t) \) and \( \sigma(s_t) \) do not influence the steady state, perturbing these parameters generates unnecessary approximations. If we do not perturb these parameters, we maintain the Markov-switching nonlinearity along the direction of these parameters in the original model. We formalize this idea by proposing the perturbation function

\[ \theta(k, \chi) = \chi \left[ \begin{array}{c} \theta_1(k) \\ \theta_2(k) \end{array} \right] + (1 - \chi) \left[ \begin{array}{c} \tilde{\theta}_1 \\ \theta_2(k) \end{array} \right] = \left[ \begin{array}{c} \tilde{\theta}_1 + \chi (\theta_1(k) - \tilde{\theta}_1) \\ \theta_2(k) \end{array} \right] \] (15)

for \( 1 \leq k \leq n_s \) with the partition principle stated below.

**Partition Principle.** *Let the Markov-switching parameters be ordered and partitioned as \( \theta^T(s_t) = [\theta_1^T(s_t) \quad \theta_2^T(s_t)] \). The second block \( \theta_2(s_t) \) is chosen to contain the maximum number of Markov-switching parameters such that*

\[ f(y_{ss}, y_{ss}, x_{ss}, z_{ss}, o_{nx}, o_{nx}, \theta(s_t+1, 0), \theta(s_t, 0)) = f(y_{ss}, y_{ss}, x_{ss}, o_{nx}, o_{nx}, \tilde{\theta}, \tilde{\theta}) = 0_{n_y+n_x} \] (16)

*for all \( s_t \) and \( s_{t+1} \).*

According to the partition principle, the second block of Markov-switching parameters is not perturbed. Since perturbation is necessary only for approximations to the original nonlinear model, the fewer number of Markov-switching parameters we perturb, the more accurate are finite-order approximations. We illuminate this point through examples discussed in Sections 5 and 6.

It is practicable to implement the partition principle. Whenever we write down DSGE models, we should be able to write down the steady-state equilibrium conditions and identify which Markov-switching parameters have no influence on these conditions. We group all such Markov-switching parameters into \( \theta_2(s_t) \) as long as the critical system (16) is satisfied. Verifying whether (16) holds is straightforward.
To obtain the analog of system (8), we define the continuously differentiable function $F_{st}: \mathbb{R}^{\text{ny}+2\text{nx}+\text{n}\epsilon+1} \to \mathbb{R}^{\text{ny}+\text{nx}+\text{n}\epsilon+1}$ as

$$F_{st}(y_t, x_t, x_{t-1}, \epsilon_t, \chi) = \sum_{s_{t+1}=1}^{n_t} p_{s_t,s_{t+1}} \int_{\mathbb{R}^{\text{n}\epsilon}} f(g_{s_{t+1}}(x_t, \epsilon_{t+1}, \chi), y_t, x_t, x_{t-1}, 
\chi \epsilon_{t+1}, \epsilon_t, \theta(s_{t+1}, \chi), \theta(s_t, \chi)) \, d\mu(\epsilon_{t+1})$$

such that (9) and (10) are a solution to

$$F_{st}(y_t, x_t, x_{t-1}, \epsilon_t, \chi) = 0_{\text{ny}+\text{nx}}$$

for all $s_t$, $x_{t-1}$, $\epsilon_t$, and $\chi$. The perturbation functions $\theta(s_{t+1}, \chi)$ and $\theta(s_t, \chi)$ are given by (15). When $\chi = 1$, the perturbed system (17) reduces to the original system (1). By construction, system (17) is satisfied for all $s_t$ when $y_t = y_{ss}$, $x_t = x_{t-1} = x_{ss}$, $\epsilon_t = 0_{n\epsilon}$, and $\chi = 0$. We call this approach the partition perturbation method.

Like the conventional perturbation method or the naive perturbation method, the partition perturbation method allows one to solve recursively for the partial derivatives of $g_{st}$ and $h_{st}$ by repeated implicit differentiation of system (17) and evaluate these derivative at $(x_{ss}, 0_{n\epsilon}, 0_{n\epsilon}, \theta(s_t, 0))$. Unlike those perturbation methods, the partial derivatives of $g_{st}$ and $h_{st}$ depend on the partial derivatives of $f$ evaluated at

$$(y_{ss}, x_{ss}, x_{ss}, 0_{n\epsilon}, 0_{n\epsilon}, \theta(s_{t+1}, 0), \theta(s_t, 0)).$$

Because the second block of Markov-switching parameters is not perturbed, the Taylor series coefficients for $g_{st}$ and $h_{st}$ are in general time-varying when the set containing $\theta_2(s_t)$ is not empty. The presence of such time-varying Taylor series coefficients makes high-order approximations a potentially intractable problem. One principal contribution of this paper is to prove that the partition perturbation method can be implemented by reducing this potentially intractable problem to a recursive problem involving only simple linear algebra once we remove the bottleneck of solving a system of quadratic polynomial equations. This theoretical result is provided in Section 3. In Section 5 we provide a revealing Markov-switching dynamic equilibrium example that has closed-form solutions. Using this example we illustrate that the partition principle delivers a more accurate solution than the naive perturbation method for an approximated solution of any order.

### 3. First-order and second-order approximations

This section gives a detailed description of how to derive first-order and second-order approximations to the model solution by using the partition perturbation method. We present the results up to only second order to conserve space, but it is straightforward to derive higher-order approximations with a similar approach. To make our theoretical results transparent to a general reader, we develop notation that proves crucial to the clarity of our derivations; moreover, it enables us to show that Markov-switching volatility (uncertainty) has first-order effects on dynamics while the naive perturbation method nullifies such effects by construction.
3.1 Notation

We stack the regime-dependent solutions (9) and (10) as

\[ Y_t = G(x_{t-1}, e_t, \chi) = \begin{bmatrix} g_1(x_{t-1}, e_t, \chi) \\ \vdots \\ g_n(x_{t-1}, e_t, \chi) \end{bmatrix} \]

and

\[ X_t = H(x_{t-1}, e_t, \chi) = \begin{bmatrix} h_1(x_{t-1}, e_t, \chi) \\ \vdots \\ h_n(x_{t-1}, e_t, \chi) \end{bmatrix}. \]

Define \( Y_{ss} = 1_n \otimes y_s \) and \( X_{ss} = 1_n \otimes x_s \), where \( 1_n \) is the \( n \)-vector of 1s. It follows that \( y_t = g_0(x_{t-1}, e_t, \chi) = (e_i^\top \otimes I_{n_k})Y_t \) and \( x_t = h_0(x_{t-1}, e_t, \chi) = (e_i^\top \otimes I_{n_k})X_t \) for all \( s \), where \( e_k \), for \( 1 \leq k \leq n_s \), is the \( k \)th column of the \( n_x \times n_y \) identity matrix. Approximating a solution to \( y_t \) and \( x_t \) is equivalent to approximating a solution to \( Y_t \) and \( X_t \).

Define \( F_i : \mathbb{R}^{n_y+n_x+n_y+n_k+1} \rightarrow \mathbb{R}^{n_y+n_k} \) for \( i = 1, \ldots, n_s \) by

\[ F_i(Y_t, X_t, x_{t-1}, e_t, \chi) = F_i((e_i^\top \otimes I_{n_k})Y_t, (e_i^\top \otimes I_{n_k})X_t, x_{t-1}, e_t, \chi) \]

and \( F : \mathbb{R}^{n_y+n_x+n_y+n_k+1} \rightarrow \mathbb{R}^{n_y(n_s+n_k)} \) by

\[ F(Y_t, X_t, x_{t-1}, e_t, \chi) = \begin{bmatrix} F_1(Y_t, X_t, x_{t-1}, e_t, \chi) \\ \vdots \\ F_n(Y_t, X_t, x_{t-1}, e_t, \chi) \end{bmatrix}. \]

With these definitions, system (17) is equivalent to

\[ F(Y_t, X_t, x_{t-1}, e_t, \chi) = 0_{n_y(n_s+n_k)}. \] (18)

We now introduce a derivative notation that is used throughout the paper. Let \( w(u) \) be a continuously differentiable function from \( \mathbb{R}^{n_u} \) into \( \mathbb{R}^{n_w} \). Let \( u_\ell \) be the \( \ell \)th component of \( u \) for \( 1 \leq \ell \leq n_u \) and let \( w_k(u) \) be the \( k \)th component of \( w(u) \) for \( 1 \leq k \leq n_w \).

The term \( D_\ell w_k(u) \), a real number, denotes the partial derivative of \( w_k \) with respect to \( u_\ell \) evaluated at the point \( u \). The term \( Dw(u) \), the \( n_w \times n_u \) matrix \( [D_\ell w_k(u)] \) for \( 1 \leq k \leq n_w \) and \( 1 \leq \ell \leq n_u \), denotes the total derivative of \( w \) evaluated at the point \( u \).

As for second-order partial derivatives, let \( D_\ell z D_\ell w_k(u) \), a real number, denote the second partial derivative of \( w_k \) with respect to \( u_\ell \) and \( u_\ell \) evaluated at \( u \). The term \( D_\ell D_\ell z w(u) \) denotes the \( n_w \) vector \( [D_\ell z D_\ell w_k(u)] \) for \( 1 \leq k \leq n_w \). The term \( D_\ell D_\ell z w(u) \) denotes the \( n_x \times n_y \) matrix \( [D_\ell z D_\ell w_k(u)] \) for \( 1 \leq k \leq n_y \) and \( 1 \leq \ell \leq n_y \). It is straightforward to extend this notation to higher-order partial derivatives.

If \( w(u, v) \) is a continuously differentiable function from \( \mathbb{R}^{n_u+n_v} \) into \( \mathbb{R}^{n_w} \), we use \( Dw(u, v) \) to denote the \( n_w \times n_u \) matrix consisting of the first \( n_u \) columns of the \( n_w \times (n_u+n_v) \) matrix \( Dw(u, v) \). Similarly, \( Dw(u, v) \) denotes the last \( n_v \) columns of \( Dw(u, v) \) and \( Dw(u, v) = [D_u w(u, v) \quad D_v w(u, v)] \).
3.2 First-order approximation

Denote $z_{t}^{T} = [x_{t-1}^{T}, \epsilon_{t}^{T}, \chi_{t}^{T}]$ and $z_{s}^{T} = [x_{s}^{T}, 0_{n_{x}}^{T}, 0]$. The dimension of both $z_{t}$ and $z_{s}$ is $n_{z} = n_{x} + n_{x} + 1$. The first-order approximation of $G(z_{t})$ and $H(z_{t})$ is

$$G(z_{t}) \approx Y_{ss} + D G(z_{ss})(z_{t} - z_{ss}),$$
$$H(z_{t}) \approx X_{ss} + D H(z_{ss})(z_{t} - z_{ss}).$$

The following proposition shows that both $DG(z_{ss})$ and $DH(z_{ss})$ can be obtained by solving a system of quadratic polynomial equations and two systems of linear equations.

**Proposition 1.** Under Assumptions 1–4, the matrices $D_{x_{t-1}} G(z_{ss})$ and $D_{x_{s-1}} H(z_{ss})$ can be obtained by solving a system of $n_{y}(n_{y} + n_{x})n_{y}$ quadratic polynomial equations with $n_{y}(n_{y} + n_{x})n_{x}$ unknowns. Given a solution to this quadratic polynomial system, the matrices $D_{\epsilon_{t}} G(z_{ss})$ and $D_{\epsilon_{s}} H(z_{ss})$ can be obtained by solving a system of $n_{y}(n_{y} + n_{x})n_{x}$ linear equations with $n_{y}(n_{y} + n_{x})n_{x}$ unknowns; the vectors $D_{\chi} G(z_{ss})$ and $D_{\chi} H(z_{ss})$ can be obtained by solving a system of $n_{x}(n_{y} + n_{x})$ linear equations with $n_{x}(n_{y} + n_{x})$ unknowns.

The proofs for Propositions 1–3 are given in Appendix A.

The proof of Proposition 1 shows how to represent the first-order solution in a form that can be implemented in practice. More important is the result that reduces the potentially intractable problem of solving MSDSGE models to the manageable problem of solving a system of quadratic polynomial equations. Section 4 provides an effective way of solving this problem.

3.3 Characterizing the first-order approximation

As shown in the proof of Proposition 1, the slope coefficient matrices, represented by $D_{x_{t-1}} G(z_{ss})$ and $D_{x_{s-1}} H(z_{ss})$, and the impact coefficient matrices, represented by $D_{\epsilon_{t}} G(z_{ss})$ and $D_{\epsilon_{s}} H(z_{ss})$, are functions of the partial derivatives $D_{y_{t+1}} f(u_{ss}), D_{\theta} f(u_{ss}), D_{x_{t}} f(u_{ss}), D_{x_{s}} f(u_{ss}), D_{x_{t}} f(u_{ss}), D_{x_{s}} f(u_{ss})$, and $D_{\epsilon_{t}} f(u_{ss})$, and $D_{\epsilon_{s}} f(u_{ss})$, where

$$u_{ss}^{T} = [y_{ss}^{T}, y_{ss}^{T}, x_{ss}^{T}, x_{ss}^{T}, 0_{n_{e}}^{T}, 0_{n_{e}}^{T}, 0_{n_{e}}^{T}, 0_{n_{e}}^{T}, \theta(s_{t+1}, 0)^{T}, \theta(s_{t})^{T}]^{T}.$$  

Thus the slope and impact coefficients depend, in general, on both $\theta(s_{t+1})$ and $\theta(s_{t})$. When the naive perturbation method is used, by contrast, the slope and impact coefficients depend only on $\theta$, not on $\theta(s_{t+1})$ or $\theta(s_{t})$, as stated in the following corollary.

**Corollary 1.** Let Assumptions 1–4 hold. Under the naive perturbation method, the first-order coefficients $D_{x_{t-1}} G(z_{ss}), D_{x_{s-1}} H(z_{ss}), D_{\epsilon_{t}} G(z_{ss})$, and $D_{\epsilon_{s}} H(z_{ss})$ do not depend on $\theta(s_{t})$, but are functions of $\theta$ only.

For our RBC model summarized in (3), one can see that $D_{y_{t+1}} f(u_{ss})$ depends on $\rho(s_{t+1})$ and $\sigma(s_{t+1})$, $D_{x_{t}} f(u_{ss})$ depends on $\rho(s_{t+1})$ and $\sigma(s_{t+1})$, $D_{x_{s}} f(u_{ss})$ depends on $\rho(s_{t+1})$, and $D_{\epsilon_{t}} f(u_{ss})$ depends on $\sigma(s_{t+1})$. Thus, both the Markov-switching persistence
and volatility parameters have first-order effects. By contrast, these effects are muted by the naive perturbation method because the partial derivatives of \( f \) depend only on \( \bar{\rho} \) and \( \bar{\sigma} \). Consequently the finite-order approximation becomes less accurate. In Section 6 we provide a numerical assessment of this accuracy by computing approximation errors of the Euler equations.

### 3.4 Second-order approximation

The second-order approximation is represented by

\[
\begin{align*}
G(z_t) & \approx Y_{ss} + DG(z_{ss})(z_t - z_{ss}) \\
& + \frac{1}{2} \sum_{\ell_1=1}^{n_x} \sum_{\ell_2=1}^{n_x} D_{\ell_2} D_{\ell_1} G(z_{ss})(z_{t,\ell_1} - z_{ss,\ell_1})(z_{t,\ell_2} - z_{ss,\ell_2}), \\
H(z_t) & \approx X_{ss} + DH(z_{ss})(z_t - z_{ss}) \\
& + \frac{1}{2} \sum_{\ell_1=1}^{n_x} \sum_{\ell_2=1}^{n_x} D_{\ell_2} D_{\ell_1} H(z_{ss})(z_{t,\ell_1} - z_{ss,\ell_1})(z_{t,\ell_2} - z_{ss,\ell_2}),
\end{align*}
\]

where \( z_{t,\ell} \) and \( z_{ss,\ell} \) are the \( \ell \)th components of \( z_t \) and \( z_{ss} \). The following proposition delivers a powerful result that the vector \( D_{\ell_2} D_{\ell_1} G(z_{ss}) \) and \( D_{\ell_2} D_{\ell_1} H(z_{ss}) \) can be obtained through simple linear algebra.

**Proposition 2.** Under Assumptions 1–4 and given a first-order approximation, the vectors \( D_{\ell_2} D_{\ell_1} G(z_{ss}) \) and \( D_{\ell_2} D_{\ell_1} H(z_{ss}) \), for \( 1 \leq \ell_1, \ell_2 \leq n_x \), can be obtained by solving a system of \( n_x(n_y + n_x)n_x^2 \) linear equations in \( n_x(n_y + n_x)n_x^2 \) unknowns.

Because the coefficients represented by \( D_{\ell_2} D_{\ell_1} G(z_{ss}) \) and \( D_{\ell_2} D_{\ell_1} H(z_{ss}) \) can be time-varying, it is not at all obvious that Proposition 2 would hold. One of the principal developments in this paper is to reduce the potentially unmanageable complexity of the Markov-switching problem to a straightforward linear algebra problem for higher-order approximations. The Markov-switching problem is potentially unmanageable because time-varying coefficients make the model inherently nonlinear for any finite-order approximation and especially for higher-order approximation. In the proof of Proposition 2 we show that, with a careful application of implicit differentiation, the second-order approximation simply requires solving a system of linear equations even in the presence of Markov-switching coefficients. As the second-order coefficients are functions of the first-order coefficients, Markov-switching volatility has both first-order and second-order effects on the slope and impact coefficients.

---

4The naive perturbation method resembles the existing methods for solving DSGE models with drifting parameters, where the slope and impact coefficients in the first-order approximation are not time-varying (Fernández-Villaverde, Guerrón-Quintana, and Rubio-Ramírez (2014)).

5Armed with our notation and applying the same technique, one can prove that the approximation of any higher order involves solving a system of linear equations recursively. We leave the derivation to the reader.
4. Removing the bottleneck

Propositions 1 and 2 show how to translate the complex Markov-switching DSGE problem into a simple linear algebra problem, as long as one is able to solve for $Dx_{t-1}G(z_{ss})$ and $Dx_{t-1}H(z_{ss})$. As indicated by Proposition 1, the bottleneck involves solving a system of quadratic polynomial equations. In this section we first discuss different approaches to solving this quadratic system and then present the mean-square-stability (MSS) criterion for selecting a stable solution to the first-order Taylor series expansion of $G$ and $H$. Higher-order expansions can be derived recursively from a first-order stable solution as shown in Section 3.4.

4.1 Solving polynomial equations

When there are no Markov-switching parameters, the system of quadratic polynomial equations (see system (A.4) in Appendix A) collapses to a special form that can be solved by using the generalized Schur decomposition (Klein (2000)). When Markov-switching parameters are present, however, the system of $n_s(n_y + n_z)n_x$ quadratic polynomial equations in $n_s(n_y + n_z)n_x$ unknowns are no longer of this special form and the general Schur technique is no longer applicable.

The literature has proposed numerical methods for the solution (Svensson and Williams (2007), Farmer, Waggoner, and Zha (2011), Cho (2011)). Another approach is to apply Gröbner bases to find all the solutions (see Appendix B). This approach is a potentially powerful tool. The trade-off between the existing numerical methods and the Gröbner-bases approach is computing time. Numerical methods can be used for large DSGE models but may not find all the solutions, while the Gröbner-bases approach may be computationally costly for large DSGE models but can find all the solutions. Researchers should use their own judgment and experience in deciding which method is most efficient for their own particular application. For the two models studied in this paper, it turns out that there is a unique stable solution. In this paper we apply Gröbner bases to these models for obtaining all the solutions to the system of quadratic polynomial equations. When it is computationally feasible to apply Gröbner bases, we recommend using this approach because it does not rest on arbitrary starting points required by existing numerical methods. After we obtain all the solutions, we utilize the MSS criterion (discussed below) to ascertain the uniqueness of a stable first-order solution.

4.2 Mean square stability

In the case of constant-parameter DSGE models, whether the first-order approximation is stable or not can be determined by verifying whether its largest absolute generalized eigenvalue is greater than or equal to 1, a condition that holds for most concepts of stability. In the MSDSGE case, the problem is both subtle and complicated because alternative concepts of stability would imply different kinds of solutions. Given the first-order approximation, we use the concept of mean square stability (MSS) as defined in Costa, Fragoso, and Marques (2005) and advocated by Farmer, Waggoner, and Zha (2009). The
MSS criterion states that a solution is stable if and only if all the eigenvalues of the $n_x^2 \times n_x^2$ matrix

$$(P^T \otimes I_{n_x^2}) \text{diag} [D_{x_{t-1}} h_1 \otimes D_{x_{t-1}} h_1, \ldots, D_{x_{t-1}} h_{n_x} \otimes D_{x_{t-1}} h_{n_x}]$$

are inside the unit circle, where diag denotes the block diagonal matrix with the $D_{x_{t-1}} h_k \otimes D_{x_{t-1}} h_k$, for $k = 1, \ldots, n_x$, along the diagonal. The $n_x \times n_x$ matrices $D_{x_{t-1}} h_k$ are obtained by reading off the appropriate rows of the matrix $D_{x_{t-1}} H$. In particular we have

$$D_{x_{t-1}} H = \begin{bmatrix} D_{x_{t-1}} h_1 \\ \vdots \\ D_{x_{t-1}} h_{n_x} \end{bmatrix}.$$ 

5. Understanding the partition perturbation method

In the preceding sections we develop the partition perturbation method and show how to use it for obtaining first-order and second-order approximations to the solutions of MSDSGE models. In this section we use a simple dynamic equilibrium model to reveal the power of the partition perturbation method in comparison to the naive perturbation method. The model is particularly instructive because we can obtain a closed-form solution, which allows us to show that the naive partition method incurs needless approximation errors in the Taylor series expansion, especially in low-order expansions.

Consider a simple inflation model in which the nominal interest rate is linked to the real interest rate and the expected inflation rate by the Fisher equation

$$R_t = r + E_t \pi_{t+1},$$

where $R_t$ is the nominal interest rate at time $t$, $\pi_{t+1}$ is the inflation rate at time $t + 1$, and the steady-state real interest rate $r = R - \pi$. Monetary policy follows the rule

$$R_t = R + \phi(s_t)(\pi_t - \pi) + \sigma(s_t)\epsilon_t,$$

where the monetary policy shock $\epsilon_t$ is an i.i.d. normal random variable. A positive monetary policy shock raises the nominal interest rate and lowers inflation. Denoting $\hat{\pi}_t = \pi_t - r$ and combining the previous two equations lead to

$$\phi(s_t)\hat{\pi}_t + \sigma(s_t)\epsilon_t = \mathbb{E}_t \hat{\pi}_{t+1}.$$  \hfill (19)

Suppose that $s_t \in \{1, 2\}$ follows a two-state Markov process. Because of the presence of Markov-switching parameters $\phi(s_t)$ and $\sigma(s_t)$, equation (19) is in essence a nonlinear model.

To write this model in the same form as (1), we define a new variable such that $\pi_t^* = \pi_t$ and let $y_t = \pi_t^*$ and $x_t = \pi_t$. We thus have $y_{ss} = \pi$ and $x_{ss} = \pi$. To use the partition perturbation method, we follow the partition principle and partition the Markov-switching parameters so that no Markov-switching parameter is perturbed. Specifically,
\[ \theta(k, \chi) = [\phi(k), \sigma(k)]' \]. The equilibrium conditions can be expressed as

\[
\mathbb{E}_t f(y_{t+1}, y_t, x_t, x_{t-1}, \chi \epsilon_{t+1}, \epsilon_t, \theta(s_{t+1}, \chi), \theta(s_t, \chi)) \\
= \mathbb{E}_t \left[ (1 - \phi(s_t)) \pi + \phi(s_t) \pi_t - \pi_{t+1}^* - \sigma(s_t) \epsilon_t \right]
\]

such that

\[
f(y_{ss}, y_{ss}, x_{ss}, x_{ss}, 0, 0, \theta(j, 0), \theta(i, 0)) = 0 \quad \text{for } 1 \leq i, j \leq 2.
\]

**Proposition 3.** *With the partition perturbation method, a first-order approximation to the nonlinear model (20) is an exact solution and there are no higher-order Taylor series expansions (i.e., higher-order coefficients are all 0).*

The proof of Proposition 3 in Appendix A shows that the implication of Proposition 3 is more general than the result specific to model (19) or (20). For MSLRE models in the Markov-switching literature, a first-order solution generated by the partition perturbation method delivers an exact solution. Indeed, applying the partition perturbation method to our example yields the exact solution as

\[ \hat{\pi}_t = -\frac{\sigma(s_t)}{\phi(s_t)} \epsilon_t. \]

By contrast, the naive perturbation method perturbs the Markov-switching parameters as

\[ \theta(k, \chi) = \left[ \frac{\phi}{\bar{\sigma}} \right] + (1 - \chi) \left[ \frac{\phi(s_t)}{\sigma(s_t)} - \bar{\sigma} \right], \]

where \( \bar{\phi} \) and \( \bar{\sigma} \) are the ergodic means of \( \phi(s_t) \) and \( \sigma(s_t) \). The first-order approximation generated by the naive perturbation method is \( \pi_t = -(\bar{\sigma}/\bar{\phi}) \epsilon_t \) for all \( s_t \). Clearly, this solution is not exact and higher-order Taylor series expansions are needed to improve the solution accuracy.

We demonstrate these results numerically with the parameterization \( p_{1,1} = 0.95, p_{2,2} = 0.85, \phi(1) = 1.25, \phi(2) = 0.96, \sigma(1) = 0.1, \) and \( \sigma(2) = 0.6 \). The Gröbner-bases analysis gives four solutions for this parameterization, but only one is stable according to the MSS criterion. The first-order stable approximation generated by the partition perturbation method is

\[ \hat{\pi}_t = -0.08 \epsilon_t \quad \text{for } s_t = 1 \quad \text{and} \quad \hat{\pi}_t = -0.625 \epsilon_t \quad \text{for } s_t = 2. \]

Because all higher-order coefficients are exactly zero, the first-order approximation is the exact solution.
Table 1. Euler-equation errors (base-10 log absolute value).

<table>
<thead>
<tr>
<th>Perturbation Method</th>
<th>Partition First Order</th>
<th>Naive First Order</th>
<th>Second Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>EE</td>
<td>$-\infty$</td>
<td>$-\infty$</td>
<td>$-0.5564$</td>
</tr>
</tbody>
</table>

Similarly, the first-order stable approximation produced by the naive perturbation method is

$$\tilde{\pi}_t = -0.191083 \varepsilon_t \text{ for } s_t = 1 \text{ and } \tilde{\pi}_t = -0.191083 \varepsilon_t \text{ for } s_t = 2.$$

Because all the Markov-switching parameters are perturbed according to (13), the first-order solution does not depend on the realization of a particular regime. The regime-dependent nature relies on the second-order solution

$$\tilde{\pi}_t = 0.0447610 \varepsilon_t \text{ for } s_t = 1 \text{ and } \tilde{\pi}_t = -0.8986170 \varepsilon_t \text{ for } s_t = 2.$$

How does this approximation compare to the exact solution? To assess the accuracy of the two perturbation methods, we compute Euler-equation errors (EEs) as suggested in Judd (1998). Table 1 reports the base-10 log absolute value of the approximation error for the original nonlinear equation (19), where the initial condition is set as $\varepsilon_t = 1.0$. We discuss the reason for using the base-10 log value in Section 6.3.

Given the simplicity of this model, we can compute EEs without any simulation. Since the first-order solution generated by the partition perturbation method is the exact solution (Proposition 3), the absolute value of the approximation error is 0 (the log absolute value of the error is $-\infty$). On the other hand, the naive perturbation method relies on higher-order approximations to get a more accurate solution. As indicated in Table 1, the second-order approximation obtained by the naive perturbation method is closer to the exact solution with a much smaller approximation error than the error generated by the first-order approximation, but it is still not close to the exact solution. This example clearly illustrates the importance of the partition perturbation method in obtaining an accurate low-order approximation.

6. APPLICATION TO THE RBC MODEL

In this section we apply the partition perturbation method to the two-state Markov-switching RBC model introduced in Section 2.1. We then compare approximation errors generated by the partition perturbation method with those incurred by the naive perturbation method to assess the accuracy of both methods.

The parameterization we use is presented in Table 2 and it is motivated by business-cycle facts related to emerging markets. The value of $\beta$ corresponds to a real rate of 3 percent in steady state, the value of $\alpha$ corresponds to a capital share of one-third,
consumption, capital, and technology are second regime. Given this parameterization, the stationary steady-state values of negative growth. Moreover, the first regime is less volatile and more persistent than the first regime is associated with positive growth while the second is associated with negative growth. Moreover, the first regime is less volatile and more persistent than the second regime. Given this parameterization, the stationary steady-state values of consumption, capital, and technology are $\hat{c}_{ss} = 2.08259$, $\hat{k}_{ss} = 22.1504$, and $\hat{z}_{ss} = 1.007$. Denote $\hat{c}_t = \hat{c}_t - \hat{c}_{ss}$, $\hat{k}_t = \hat{k}_t - \hat{k}_{ss}$, and $\hat{z}_t = \hat{z}_t - \hat{z}_{ss}$.

6.1 Solution from the partition perturbation method

For the first-order approximation, the Gröbner-bases approach delivers four solutions. According to the MSS criterion, only one of these solutions is stable. We report below the second-order approximation associated with the unique stable solution:

$$
\begin{bmatrix}
\hat{c}_t \\ \hat{k}_t \\ \hat{z}_t
\end{bmatrix} =
\begin{bmatrix}
0.0405 & 0.1264 & 0.0091 & 0.000049 \\
0.9692 & -2.1406 & -0.1552 & -0.3720 \\
0.0 & 0.1 & 0.0072 & 0.0184
\end{bmatrix}
\begin{bmatrix}
\hat{k}_{t-1} \\ \hat{z}_{t-1} \\ \epsilon_t \\ 1
\end{bmatrix} +
\begin{bmatrix}
-0.0009 & -0.003 & 0 \\
0.0022 & -0.0957 & 0 \\
0.0002 & -0.0069 & 0 \\
-0.0004 & -0.0168 & 0 \\
0.0022 & -0.0957 & 0 \\
-0.1173 & 2.3364 & -0.0894 \\
0.0006 & 0.0153 & 0.0007 \\
0.0008 & 0.0374 & 0.0018 \\
0.0002 & -0.0069 & 0 \\
0.0006 & 0.0153 & 0.0007 \\
0.0000 & 0.0011 & 0.0001 \\
0.0001 & 0.0027 & 0.0001 \\
-0.0004 & -0.0168 & 0 \\
0.0008 & 0.0374 & 0.0018 \\
0.0001 & 0.0027 & 0.0001 \\
-0.0495 & 0.0557 & 0.0003
\end{bmatrix}
\otimes
\begin{bmatrix}
\hat{k}_{t-1} \\ \hat{z}_{t-1} \\ \epsilon_t \\ 1
\end{bmatrix}.
$$
if \( s_t = 1 \), and

\[
\begin{bmatrix}
\hat{c}_t \\
\hat{k}_t \\
\hat{z}_t
\end{bmatrix} =
\begin{bmatrix}
0.0405 & 0.0 & 0.0268 & -0.0968 \\
0.9692 & 0.0 & -0.4649 & 0.9227 \\
0.0 & 0.0 & 0.0217 & -0.0410
\end{bmatrix}
\begin{bmatrix}
\hat{k}_{t-1} \\
\hat{z}_{t-1} \\
\epsilon_t
\end{bmatrix}
\]

if \( s_t = 2 \). For the dynamics of \( \hat{c}_t \) and \( \hat{k}_t \), one can see that the coefficients of \( \hat{z}_{t-1} \) and \( \epsilon_t \) are considerably different across regimes. The large difference across regimes also shows up in the coefficients of \( \hat{k}_{t-1} \epsilon_t \), \( \hat{z}_{t-1} \epsilon_t \), and \( \epsilon_t^2 \). These differences are induced by the Markov-switching volatility parameter \( \sigma(s_t) \), which has both first-order and second-order effects on the dynamics of \( \hat{c}_t \) and \( \hat{k}_t \).

6.2 Solution from the naive perturbation method

The naive perturbation method, according to Corollary 1, does not have the time-varying effects as discussed in the previous section. In particular, it can be seen from the following second-order solution that the coefficients of \( \hat{z}_{t-1} \), \( \epsilon_t \), \( \hat{k}_{t-1} \hat{z}_t \), \( \hat{k}_{t-1} \epsilon_t \), \( \epsilon_t^2 \), \( \hat{z}_{t-1} \epsilon_t \), and \( \epsilon_t^2 \) are all identical across regimes:

\[
\begin{bmatrix}
\hat{c}_t \\
\hat{k}_t \\
\hat{z}_t
\end{bmatrix} =
\begin{bmatrix}
0.0406 & 0.0836 & 0.0152 & 0.0314 \\
0.9692 & -1.4264 & -0.2586 & -0.4169 \\
0 & 0.0667 & 0.0121 & 0.0191
\end{bmatrix}
\begin{bmatrix}
\hat{k}_{t-1} \\
\hat{z}_{t-1} \\
\epsilon_t
\end{bmatrix}
\]

The time-varying coefficients of the cross terms \( \hat{k}_{t-1} \), \( \hat{z}_{t-1} \), and \( \epsilon_t^2 \) are related to the Markov-switching persistence parameter \( \rho(s_t) \).
The only Markov-switching effect is through the coefficient of the perturbation parameter \( \chi \). Moreover, the computed coefficients are very different, implying different magnitudes and shapes of impulse responses. For example, in the regime \( s_t = 2 \), the coefficients of \( \tilde{z}_{t-1} \) for all the three equations are 0 for the partition solution, but the same
coefficients can be as large as \(-1.4264\) or \(1.3735\) for the naive solution, where \(-1.4264\) is the first-order coefficient of \(\tilde{z}_{t-1}\) and \(1.3735\) is the second-order coefficient. As a result, the naive perturbation method produces less accurate approximations as shown in the following section—a result that confirms what we find in Section 5.

6.3 Assessing approximation errors

Using the parameterization in Table 2, we compare the accuracy of approximated solutions from the two perturbation methods. Our results confirm that the partition perturbation method is more accurate than the naive perturbation method, especially for first-order and second-order approximations.

As a basis for comparison, we solve the nonlinear model using value function iterations (Uhlig (1999)). To accomplish this task we formulate the value function problem for the Markov-switching stationary RBC model as

\[
V(\tilde{k}, \tilde{z}, e, s) = \max_{\tilde{c}, \tilde{k}} \left\{ \frac{\tilde{c}^{\nu}}{\nu} + \beta \tilde{z}^{\gamma} \mathbb{E} V(\tilde{k}', \tilde{z}', e', s') \right\}
\]

subject to

\[
\tilde{c} + \tilde{z}\tilde{k}' = \tilde{z}^{1-\alpha}\tilde{k}^{\alpha} + (1-\delta)\tilde{k} \quad \text{and} \quad \log \tilde{z}' = (1-\rho(s))\mu(s) + \rho(s) \log \tilde{z} + \sigma(s)e.
\]

Following Aruoba, Fernández-Villaverde, and Rubio-Ramírez (2006), we solve the problem on a grid of \(25,600\) points for \(\tilde{k}\), \(51\) points for \(\tilde{z}\), and \(51\) points for \(e\). We use Tauchen’s (1986) method to discretize the stochastic process and smooth the policy functions using the shape-preserving splines described in Judd and Solnick (1994). Since we need to find two value functions (one for each regime), the computation is very expensive. To solve the above value function problem within a reasonable amount of time, we rely on the CUDA (compute unified device architecture) of NVIDIA to build algorithms that utilize graphics processing units (GPUs). This approach leads to a remarkable improvement in computing time. Aldrich, Fernández-Villaverde, Gallant, and Rubio-Ramírez (2011) document that utilization of the GPU delivers a speed improvement of about 200 times.

Let \(g_{ny}^{\text{order}}\) and \(h_{ny}^{\text{order}}\) denote the solution from the Taylor series expansion of a particular order of interest. For our Markov-switching RBC model, the dimension of \(g_{ny}^{\text{order}}\) is just one (i.e., \(n_y = 1\)) and we consider approximations up to the first three orders. Let \(h_{ny}^{k, \text{order}}\) be the \(k\)th function of \(h_{ny}^{\text{order}}\) (there are two functions because \(n_x = 2\)). The EE evaluated at \(\tilde{k}_{t-1}, \tilde{z}_{t-1}, e_{t-1}\), and \(s_t\) is

\[
\text{EE}^{\text{order}}(\tilde{k}_{t-1}, \tilde{z}_{t-1}, e_{t-1}, s_t) = 1 - \beta \sum_{s_t+1} p(s_{t+1}) \int_{\mathbb{R}} \frac{g_{ny+1}^{\text{order}}(h_{ny}^{1, \text{order}}(\tilde{k}_{t-1}, \tilde{z}_{t-1}, e_{t-1}, 1), \tilde{z}_{t}, e_{t+1}, 1)^{n-1}}{g_{ny}^{\text{order}}(\tilde{k}_{t-1}, \tilde{z}_{t-1}, e_{t-1}, 1)^{n-1}} \times \left[ \alpha \exp \left\{ (1-\alpha) h_{ny}^{2, \text{order}}(h_{ny}^{1, \text{order}}(\tilde{k}_{t-1}, \tilde{z}_{t-1}, e_{t-1}, 1), \tilde{z}_{t}, e_{t+1}, 1) \right\} \times h_{ny}^{1, \text{order}}(\tilde{k}_{t-1}, \tilde{z}_{t-1}, e_{t-1}, 1)^{\alpha-1} + 1 - \delta \right] \mu(e_{t+1}) d(e_{t+1}),
\]
where $\mu$ denotes the unconditional probability density. The associated absolute value of the unconditional EE is

$$
\text{EEE}_{\text{order}} = 2 \sum_{s_t=1}^{2} \left[ \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} |\text{EE}_{\text{order}}(k_{t-1}, z_{t-1}, \varepsilon_t, 1, s_t)| \times \mu(k_{t-1}, z_{t-1}, \varepsilon_t) \, d\tilde{k}_{t-1} \, d\tilde{z}_{t-1} \, d\varepsilon_t \right] \tilde{p}(s_t),
$$

where $\tilde{p}(s_t)$ is the ergodic probability of $s_t$. Again, $\mu(k_{t-1}, z_{t-1}, \varepsilon_t)$ denotes the unconditional probability density function of $\tilde{k}_{t-1}$, $\tilde{z}_{t-1}$, and $\varepsilon_t$.

We use the following procedure to approximate $\text{EE}_{\text{order}}$ for order $\in \{\text{first}, \text{second}, \text{third}\}$. We begin by simulating $\varepsilon_t$ from the standard normal distribution and $s_t$ from the ergodic distribution. Conditioning on each simulated set $\{\varepsilon_t, s_t\}$, we use $h_{s_t}$ to simulate $\tilde{k}_t$ and $\tilde{z}_t$. The length of the simulated path is 10,000 periods, with the first 1000 periods discarded as a burn-in. The remaining 9000 simulations are used to form the unconditional distribution of the variables $\tilde{k}_{t-1}$ and $\tilde{z}_{t-1}$. This procedure is justified by Santos and Peralta-Alva (2005).

For each set of $\tilde{k}_{t-1}$, $\tilde{z}_{t-1}$, $\varepsilon_t$, and $s_t$ randomly selected from these 9000 simulations, we draw 10,000 values of $\varepsilon_{t+1}$ from the standard normal distribution and 10,000 values of $s_{t+1}$ from the transition probability $p_{s_t,s_{t+1}}$ to compute the expectation that depends on the functions $g_{s_t}$, $g_{s_t}$, and $h_{s_t}$. The result is 9000 values of $\text{EE}_{\text{order}}(k_{t-1}, z_{t-1}, \varepsilon_t, s_t)$. We average across these 9000 values to compute $\text{EE}_{\text{order}}$.

We repeat this procedure for each order $\in \{\text{first}, \text{second}, \text{third}\}$, and for both the partition and naive perturbation methods. When simulating a path for second-order and third-order approximations, we use the pruning technique described in Andreasen, Fernández-Villaverde, and Rubio-Ramírez (2013). We repeat the same procedure for the value function iteration approach except there is no need for pruning.

Table 3 reports the base-10 log absolute values of EEs for each solution method. Although the value function iteration method is most accurate as expected, the partition perturbation method fares remarkably well in comparison. This is an important result because, even with the advanced CUDA technology, value function iterations take about 15 minutes to find an approximation to the model solution (with the steady state as an initial starting point), while either perturbation method takes only a fraction of a second to find a third-order approximation.

For both perturbation methods, Table 3 indicates that higher-order approximations produce a higher degree of accuracy. In all cases, increasing the approximation from first order to second order delivers significant gain without taking much more computational time. The accuracy gain is much smaller when the approximation moves from second order to third order. More important is the result that the partition perturbation method is more accurate than the naive perturbation method for any order of approximation. As argued in Section 3 and illuminated in Section 5, the partition perturbation method...
Table 3. Euler-equation errors (base-10 log absolute value).

<table>
<thead>
<tr>
<th>Method</th>
<th>Value function iteration</th>
<th>Partition perturbation</th>
<th>Naive perturbation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-4.54</td>
<td>First order</td>
<td>-2.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second order</td>
<td>-3.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Third order</td>
<td>-3.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>First order</td>
<td>-3.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second order</td>
<td>-3.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Third order</td>
<td>-3.73</td>
</tr>
</tbody>
</table>

does not take approximation along the direction of $\theta_2(s_t)$ and thus preserves the time-varying nature of these parameters even for the first-order approximation.

Indeed, the accuracy of the first-order approximation from the partition perturbation method is almost as good as the accuracy of the second-order approximation from the naive perturbation method. For likelihood-based estimation of an MSDSGE model, a lower-order approximation with the same degree of accuracy as a higher-order is always preferred because the cost of the programming and computing time increases nonlinearly with the order of approximation. As the model becomes larger and the approximation order becomes higher, the estimation time can quickly become explosive. From both theoretical and practical points of view, therefore, the partition perturbation method is superior to the naive perturbation method.

7. Conclusion

Markov switching has been introduced as an essential ingredient to a large class of models usable for analyzing structural breaks in the economy and regime shifts in policy, ranging from backward-looking models (Hamilton (1989) and Sims and Zha (2006)) to forward-looking rational expectations models (Clarida, Gali, and Gertler (2000), Lubik and Schorfheide (2004), Davig and Leeper (2007), Farmer, Waggoner, and Zha (2009)). This paper expands the literature by developing a general methodology for constructing high-order approximations to the solutions of MSDSGE models. Higher-order approximations enable researchers to study many economic problems, such as how important is uncertainty in both the private sector and government policies for shaping the business cycle.

While the key developments have been extensively discussed in the Introduction, we emphasize that the contribution of this paper is not only theoretically substantive but also practically important. We show through a Markov-switching RBC model that the implementation of the partition perturbation method is not burdensome but rather straightforward, once one knows how to solve a system of quadratic polynomial equations efficiently. It is our hope that the advance made in this paper enables applied researchers to estimate MSDSGE models by focusing on particular economic problems.
APPENDIX A: PROOFS OF PROPOSITIONS 1, 2, AND 3

Before presenting the proofs of Propositions 1, 2, and 3, we briefly review the two forms of the chain rule in our notation and clarify the notation for the arguments of the function \( f \). If \( w: \mathbb{R}^{n_u} \to \mathbb{R}^{n_v}, u: \mathbb{R}^{n_v} \to \mathbb{R}^{n_u}, \) and \( v \in \mathbb{R}^{n_v} \), the chain rule for total derivatives is 
\[
Dw \circ u(v) = Dw(u(v))Du(v).
\]
This will be the form used for the first-order expansion. For second- and higher-order expansions, we need the form
\[
D_{\ell}w \circ u(v) = \sum_{m=1}^{n_v} D_m w(u(v))D_{\ell}u^m(v)
\]
for \( 1 \leq \ell \leq n_v \). We will write the function \( f \) as 
\[
f(y_{t+1}, y_t, x_t, x_{t-1}, \bar{\theta}_{t+1}, \bar{\theta}_t, \theta_{t+1}, \theta_t).
\]
This will prevent confusion when making the substitutions \( \bar{\theta}_{t+1} = \chi \bar{\theta}_t + 1, \theta_{t+1} = \theta(st+1, \chi), \) and \( \theta_t = \theta(st, \chi) \).

A.1 Proof of Proposition 1

Define
\[
v_i(z_t) = \begin{bmatrix}
(e_j^T \otimes I_{n_\theta}) H(z_t) \\
\chi \varepsilon_{t+1} \\
\chi
\end{bmatrix}
\]
and
\[
u_{i,j}(z_t) = \begin{bmatrix}
(e_j^T \otimes I_{n_\theta}) G(v_i(z_t)) \\
(e_j^T \otimes I_{n_\theta}) G(z_t) \\
(e_j^T \otimes I_{n_\theta}) H(z_t) \\
x_{t-1} \\
\chi \varepsilon_{t+1} \\
\varepsilon_t \\
\theta(j, \chi) \\
\theta(i, \chi)
\end{bmatrix}.
\]

With this notation,
\[
o_{(n_y+n_x) \times n_z} = F_{i}(z_t) = \sum_{j=1}^{n_y} p_{i,j} \int_{\mathbb{R}^{n_u}} f(u_{i,j}(z_t)) \, d\mu(\varepsilon_{t+1})
\]
for \( 1 \leq i \leq n_s \). Thus,
\[
o_{(n_y+n_x) \times n_z} = DF_{i}(z_t) = \sum_{j=1}^{n_y} p_{i,j} \int_{\mathbb{R}^{n_u}} Df(u_{i,j}(z_t)) Du_{i,j}(z_t) \, d\mu(\varepsilon_{t+1})
\]
(A.1)
for \( 1 \leq i \leq n_s \). The \( n_f \times n_z \) matrix \( Du_{i,j}(z_t) \) can computed implicitly as
\[
Du_{i,j}(z_t) = \begin{bmatrix}
(e_j^T \otimes I_{n_\theta}) DG(v_i(z_t)) Dv_i(z_t) \\
(e_j^T \otimes I_{n_\theta}) DG(z_t) \\
(e_j^T \otimes I_{n_\theta}) DH(z_t)
\end{bmatrix}
\]
(A.2)
where

\[
Dv_i(z_t) = \begin{bmatrix}
(e_i^T \otimes I_{n_x})DH(z_t) \\
0_{n_x \times (n_x + n_y)} \\
0_{1 \times (n_x + n_y)}
\end{bmatrix} \varepsilon_{t+1}.
\]  

(A.3)

Substituting (A.2) and (A.3) into equation (A.1), evaluating at \(z_{ss}\), and integrating, one obtains

\[
0_{(n_y + n_x) \times n_x}
= D\tilde{F}_t(z_{ss})
= \sum_{j=1}^{n_x} p_{i,j}Df(u_{i,j}(z_{ss}))
\]

\[
\times \begin{bmatrix}
(e_i^T \otimes I_{n_y})Dx_{t-1}G(z_{ss})(e_i^T \otimes I_{n_y})DH(z_{ss}) + [0_{n_y n_x \times (n_x + n_x)}D_AG(z_{ss})]
\end{bmatrix}
\]

\[
\times \begin{bmatrix}
I_{n_x} & 0_{n_x \times n_x} & 0_{n_x \times 1} \\
0_{n_x \times n_x} & 0_{n_x \times n_x} & 0_{n_x \times 1} \\
0_{n_x \times n_x} & 0_{n_x \times n_x} & 0_{n_x \times 1} \\
0_{n_x \times n_x} & 0_{n_x \times n_x} & \theta(j, 1) - \theta(j, 0) \\
0_{n_x \times n_x} & 0_{n_x \times n_x} & \theta(i, 1) - \theta(i, 0)
\end{bmatrix}
\].

Here we have used the fact that \(\int_{\mathbb{R}^{n_x}} \varepsilon_{t+1} d\mu(\varepsilon_{t+1}) = E_t \varepsilon_{t+1} = 0_{n_x}\). Since there is an explicit expression for \(f\) and \(u_{i,j}(z_{ss})\), the \((n_y + n_x) \times n_f\) matrix \(Df(u_{i,j}(z_{ss}))\) also has an explicit representation. The above system can be written as

\[
0_{(n_y + n_x) \times n_x} = \sum_{j=1}^{n_x} p_{i,j}\{Dx_{t-1}f(u_{i,j}(z_{ss}))
\]

\[
+ Dy_{t+1}f(u_{i,j}(z_{ss}))(e_i^T \otimes I_{n_y})Dx_{t-1}G(z_{ss})(e_i^T \otimes I_{n_y})Dx_{t-1}H(z_{ss})
\]

\[
+ Dy_{t+1}f(u_{i,j}(z_{ss}))(e_i^T \otimes I_{n_y})Dx_{t-1}G(z_{ss})
\]

\[
+ Dy_{t+1}f(u_{i,j}(z_{ss}))(e_i^T \otimes I_{n_y})Dx_{t-1}H(z_{ss})
\}

(A.4)

\[
0_{(n_y + n_x) \times n_x} = \sum_{j=1}^{n_x} p_{i,j}\{Dy_{t+1}f(u_{i,j}(z_{ss}))
\]

\[
+ Dy_{t+1}f(u_{i,j}(z_{ss}))(e_i^T \otimes I_{n_y})Dx_{t-1}G(z_{ss})(e_i^T \otimes I_{n_y})Dy_{t}H(z_{ss})
\]

\[
+ Dy_{t+1}f(u_{i,j}(z_{ss}))(e_i^T \otimes I_{n_y})Dx_{t-1}G(z_{ss})
\]

\[
+ Dy_{t+1}f(u_{i,j}(z_{ss}))(e_i^T \otimes I_{n_y})Dy_{t}H(z_{ss})
\}

(A.5)
for $1 \leq i \leq n_s$. From this representation, it is easy to see that equation (A.4) represents a system of $n_s(n_y + n_x)n_x$ quadratic equations in the $n_s(n_y + n_x)n_x$ unknowns $Dx_{t-1}G(z_{ss})$ and $Dx_{t-1}H(z_{ss})$. For each solution of the quadratic system (A.4), equation (A.5) represents a linear system in the unknowns $D\varepsilon_{t}G(z_{ss})$ and $D\varepsilon_{t}H(z_{ss})$, and equation (A.6) represents a linear system in the unknowns $D\chi_{G}(z_{ss})$ and $D\chi_{H}(z_{ss})$. This completes the proof of Proposition 1.

### A.2 Proof of Proposition 2

The $n_s(n_y + n_x)^2$ unknowns $D_{\ell_2}D_{\ell_1}F_i(z_{ss})$ and $D_{\ell_2}D_{\ell_1}H(z_{ss})$ can be found by solving the system of equations

$$D_{\ell_2}D_{\ell_1}F_i(z_{ss}) = 0$$

for $1 \leq i \leq n_s$ and $1 \leq \ell_1, \ell_2 \leq n_x$. Since

$$D_{\ell_2}D_{\ell_1}F_i(z_{ss}) = \sum_{j=1}^{n_x} p_{i,j} \int_{\mathbb{R}^{n_x}} \sum_{m_1=1}^{n_f} D_{m_1} f(u_{i,j}(z_{t})) D_{\ell_1} u_{i,j}^{m_1}(z_{t}) \, d\mu(\varepsilon_{t+1}),$$

we obtain

$$D_{\ell_2}D_{\ell_1}F_i(z_{ss}) = \sum_{i=1}^{n_s} p_{i,j} \int_{\mathbb{R}^{n_x}} \sum_{m_1=1}^{n_f} D_{m_1} f(u_{i,j}(z_{t})) D_{\ell_2}D_{\ell_1} u_{i,j}^{m_1}(z_{t}) \, d\mu(\varepsilon_{t+1})$$

(A.7)
Each of the terms in the second summation in equation (A.7) can either be explicitly computed or is known from the first-order expansion. All that remains is to compute the term \( D_{\ell_2}D_{\ell_1}u_{i,j}(z_t) \), which is the \( m_1 \)th component of

\[
D_{\ell_2}D_{\ell_1}u_{i,j}(z_t) = \left[ \begin{array}{c}
(e_j^T \otimes I_{n_y})D_{\ell_2}D_{\ell_1}G \circ v_i(z_t) \\
(e_j^T \otimes I_{n_y})D_{\ell_2}D_{\ell_1}G(z_t) \\
(e_j^T \otimes I_{n_y})D_{\ell_2}D_{\ell_1}H(z_t) \\
0_{n_x+2n_y+2n_\theta}\end{array} \right].
\]  

(A.8)

The term \( D_{\ell_2}D_{\ell_1}G \circ v_i(z_t) \) is equal to

\[
(e_j^T \otimes I_{n_y}) \sum_{k_1=1}^{n_z} D_{k_1}G(z_t)D_{\ell_2}D_{\ell_1}v_i^{k_1}(z_t)
+ \sum_{k_2=1}^{n_z} \sum_{k_1=1}^{n_z} D_{k_2}D_{k_1}G(z_t)D_{\ell_2}D_{\ell_1}v_i^{k_2}(z_t)D_{\ell_1}v_i^{k_1}(z_t),
\]

where

\[
D_{\ell_2}D_{\ell_1}v_i(z_t) = \left[ \begin{array}{c}
(e_i^T \otimes I_{n_x})D_{\ell_2}D_{\ell_1}H(z_t) \\
0_{n_x+1}\end{array} \right].
\]

Substituting this into equation (A.7) and evaluating at \( z_{ss} \), it is easy to see that this will be linear in the unknowns \( D_{\ell_2}D_{\ell_1}G(z_{ss}) \) and \( D_{\ell_2}D_{\ell_2}H(z_{ss}) \). This completes the proof of Proposition 2.

### A.3 Proof of Proposition 3

Proposition 3 follows directly from the more general version given below. While there is no constant term in equation (A.9), this case can easily be handled by appending a variable \( \tilde{x}_t \) to the vector of predetermined variables \( x_t \) and adding an equation of the form \( \tilde{x}_t - \tilde{x}_{t-1} = 0 \). While this introduces an additional unit root into the system, this will not pose any problems for the solutions techniques discussed in this paper.

**Proposition 4.** With the partition perturbation method, the first-order solution of

\[
E_t\left[ A_1(\theta(s_t), \theta(s_{t+1}))y_{t+1} + A_2(\theta(s_t), \theta(s_{t+1}))y_t + A_3(\theta(s_t), \theta(s_{t+1}))x_t \\
+ A_4(\theta(s_t), \theta(s_{t+1}))x_{t-1} + A_5(\theta(s_t), \theta(s_{t+1}))\epsilon_{t+1} + A_6(\theta(s_t), \theta(s_{t+1}))\epsilon_t \right] = 0
\]

(A.9)

is exact and all higher-order terms are zero, where \( A_1 \) and \( A_2 \) are \( (n_y + n_x) \times n_y \), \( A_3 \) and \( A_4 \) are \( (n_y + n_x) \times n_x \), and \( A_5 \) and \( A_6 \) are \( (n_y + n_x) \times n_\epsilon \).

**Proof.** It is easy to see that the steady-state is \( y_{ss} = 0_{n_y} \) and \( x_{ss} = 0_{n_x} \), which is independent of all the parameters. This implies that none of the parameters needs to be
perturbed and the perturbation function is $\theta(k, \chi) = \theta(k)$. We first show that the first-order Taylor expansion of $G$ and $H$ exactly solves equation (A.9) and then show that all terms of order 2 or greater in the full Taylor series expansion of $G$ and $H$ are zero.

The first-order Taylor expansion, evaluated at $\chi = 1$, is

$$y_t = (e_t \otimes I_{n_t}) (D_{x_{t-1}} G(z_{ss}) x_{t-1} + D_{\epsilon_t} G(z_{ss}) \epsilon_t + D_G G(z_{ss})),$$

$$x_t = (e_t \otimes I_{n_t}) (D_{x_{t-1}} H(z_{ss}) x_{t-1} + D_{\epsilon_t} H(z_{ss}) \epsilon_t + D_H H(z_{ss})).$$

Substituting this into the left hand side of equation (A.9), taking expectations, and gathering like terms, we obtain

$$\sum_{j=1}^{n_t} p_{t,j} \left( A_4(i, j) + A_1(i, j) (e_j^T \otimes I_{n_t}) D_{x_{t-1}} G(z_{ss}) (e_i^T \otimes I_{n_t}) D_{x_{t-1}} H(z_{ss}) \right) 1_{x_{t-1}}$$

$$+ A_2(i, j) (e_i^T \otimes I_{n_t}) D_{x_{t-1}} G(z_{ss}) (e_j^T \otimes I_{n_t}) D_{\epsilon_t} H(z_{ss})$$

$$+ \sum_{j=1}^{n_t} p_{t,j} \left( A_6(i, j) + A_1(i, j) (e_j^T \otimes I_{n_t}) D_{x_{t-1}} G(z_{ss}) (e_i^T \otimes I_{n_t}) D_{\epsilon_t} H(z_{ss}) \right) \epsilon_t$$

$$+ A_2(i, j) (e_i^T \otimes I_{n_t}) D_{\epsilon_t} G(z_{ss}) + A_3(i, j) (e_i^T \otimes I_{n_t}) D_{\epsilon_t} H(z_{ss}) \epsilon_t$$

$$+ \sum_{j=1}^{n_t} p_{t,j} \left( A_1(i, j) (e_j^T \otimes I_{n_t}) (D_G G(z_{ss}) + D_{x_{t-1}} G(z_{ss}) (e_i^T \otimes I_{n_t}) D_{x_{t-1}} H(z_{ss}) \right)$$

$$+ A_2(i, j) (e_i^T \otimes I_{n_t}) D_G G(z_{ss}) + A_3(i, j) (e_i^T \otimes I_{n_t}) D_H H(z_{ss}) \epsilon_t,$$

where $A_k(i, j)$ is shorthand notation for $A_k(\theta(i), \theta(j))$. Since equations (A.4)–(A.6) must hold, the above expression is equal to 0. Thus the first-order expansion is an exact solution of (A.9).

We now show that all the higher-order terms must be 0. Because none of the parameters is perturbed, one sees that the last $2n_\theta$ rows of the expression for $D\mathbf{u}_{l,j}(z_t)$ given in equation (A.2) are 0. So, if $m > 2(n_y + n_x + n_\epsilon)$, then $D_l \mathbf{u}_{l,j}(z_t) = 0$ for $1 \leq l \leq n_z$. It is also easy to see that $D_{m_1} D_{m_2} \mathbf{f}(\mathbf{u}_{l,j}(z_t)) = 0$ if both $m_1$ and $m_2$ are less than or equal to $2(n_y + n_x + n_\epsilon)$. Thus, an easy induction argument on $q$ shows that

$$D_{l_q} \cdots D_{l_1} \mathbf{E}(z_t)$$

$$= \sum_{j=1}^{n_t} p_{l,j} \int_{\mathbb{R}^{n_\epsilon}} \sum_{m_1=1}^{2(n_y + n_x + n_\epsilon)} D_{m_1} \mathbf{f}(\mathbf{u}_{l,j}(z_t)) D_{l_q} \cdots D_{l_1} \mathbf{u}_{l,j}(z_t) d\mu(\epsilon_{l+1}).$$

Finally, it follows from equation (A.8) that

$$D_{l_q} \cdots D_{l_1} \mathbf{u}_{l,j}(z_t) = \begin{bmatrix}
(e_j^T \otimes I_{n_t}) D_{l_q} \cdots D_{l_1} G \circ \mathbf{v}_l(z_t) \\
(e_i^T \otimes I_{n_t}) D_{l_q} \cdots D_{l_1} G(z_t) \\
(e_i^T \otimes I_{n_t}) D_{l_q} \cdots D_{l_1} H(z_t) \\
0_{n_x + 2n_\epsilon + 2n_\theta}
\end{bmatrix}.$$
for \( q > 1 \). Since \( D_{\ell_1} \cdots D_{\ell_q} G \circ v_i(z_t) \) is linear in \( D_{\ell_1} \cdots D_{\ell_q}(z_t) \), it follows that \( D_{\ell_1} \cdots D_{\ell_q} G(z_t) = 0 \) and \( D_{\ell_1} \cdots D_{\ell_q} H(z_t) = 0 \) will be a solution of \( D_{\ell_1} \cdots D_{\ell_q} F_i(z_t) = 0 \). Thus all the terms of order 2 or greater in the Taylor series expansion of \( G \) and \( H \) are 0. This completes the proof of Proposition 4. \( \square \)

**Appendix B: Application of Gröbner bases**

Although the theory of Gröbner bases is well known in the mathematics literature, the existing DSGE literature has not utilized this powerful application. We apply Gröbner bases to the two models studied in this paper; this application has indeed proven very powerful. For many MSDSGE models, Gröbner bases deliver a practical means to obtain all the solutions to a system of quadratic polynomial equations. For this reason, we provide below an intuitive explanation of how to apply Gröbner bases to solving a system of multivariate polynomials.

Suppose one wishes to find all the solutions to a system of \( n \) polynomial equations in \( n \) unknowns. There exist a number of routines that transform the original system of \( n \) polynomial equations to another system of \( n \) polynomial equations with the same set of solutions. This transformed system is known as a Gröbner basis. The following theorem, known as the shape lemma, shows that in most cases there is a Gröbner basis with a particularly powerful form. The shape lemma is known in the mathematics and computational science literature, but is still an unfamiliar object in the economics literature. We therefore restate this theorem in a form that is suitable to our problem.

**The Shape Lemma.** There exists an open dense subset \( S \) of all systems of \( n \) polynomial equations in \( n \) unknowns such that for every system

\[
f_1(x_1, \ldots, x_n) = 0, \ldots, f_n(x_1, \ldots, x_n) = 0
\]

in \( S \), there exists a system of \( n \) polynomial equations in \( n \) unknowns with the same set of roots of the form

\[
x_1 - q_1(x_n) = 0, \ldots, x_{n-1} - q_{n-1}(x_n) = 0, q_n(x_n) = 0,
\]

where each \( q_i(x_n) \) is a univariate polynomial.

See Becker, Marianari, Mora, and Treverso (1993) for the proof of this result. There are several important aspects of the shape lemma. First, most polynomial systems have a Gröbner basis of this form. Second, most algorithms for obtaining a Gröbner basis returns the above form. For instance, Mathematica’s `GroebnerBasis[]` command implements the shape lemma. Third, it is straightforward to find all the roots of the univariate polynomial \( q_n(x_n) \). With these values of \( x_n \) in hand, it is trivial to find \( x_1, \ldots, x_{n-1} \).

A large strand of literature has dealt with the computation of Gröbner bases in the shape lemma. Buchberger’s (1998) algorithm is the original technique. A number of more efficient variants have been subsequently proposed. We refer the interested reader...
to Cox, Little, and O’Shea (1997). In this paper we use Mathematica to find a Gröbner basis.

To illustrate how powerful the shape lemma is, consider the following example featuring a system of quadratic polynomial equations in four unknown variables $x_1, \ldots, x_4$:

$$
x_1x_2 + x_3x_4 + 2 = 0, \quad x_1x_2 + x_2x_3 + 3 = 0, \\
x_1x_3 + x_4x_1 + x_4x_2 + 6 = 0, \quad \text{and} \quad x_1x_3 + 2x_1x_2 + 3 = 0.
$$

A Gröbner basis of the form given in the shape lemma is

$$
x_1 - \frac{1}{28}(9x_4^5 + 6x_4^4 - 15x_4) = 0, \quad x_2 - \frac{1}{28}(-9x_4^5 - 6x_4^3 + 99x_4) = 0, \\
x_3 - \frac{1}{14}(-3x_4^5 - 9x_4^3 - 2x_4) = 0, \quad \text{and} \quad 3x_4^6 + 9x_4^4 - 19x_4^2 - 49 = 0.
$$

The last polynomial is univariate of degree 6 in $x_4$. There are six roots for this polynomial. Each of these roots can be substituted into the first three equations to obtain all six solutions. The theory of Gröbner bases ensures that these solutions are the same as those of the original system. This example illustrates the multiple-solution nature of a system of quadratic polynomial equations.
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